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Abstract

Writing diagnoses based on medical images can be very time-consuming, since the demand

for it is increasing, and the task of examining the images can be complicated [7, 32]. In re-

cent years, Artificial Intelligence, and more specifically Natural Language Processing, has been

proven to be helpful for a variety of tasks. The goal of this thesis is to make steps into creating

models for medical image tagging and medical text prediction, by utilizing recent model archi-

tectures for a variety of tasks. A useful model should be able to decrease the time needed for

an expert to write a diagnosis, or decrease the errors made by the expert.
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1 Introduction

To write diagnoses, medical experts must examine a patient and/or analyze data of the patient

that are given to them. The data can include biological characteristics, images or written

information from examinations, the patient’s history, their family history, and more. This thesis

focuses on assisting the task of diagnosing by analyzing data like these, and more specifically,

image data. In some cases, the most important information can be found in the images of

examinations, and experts can be called to write a diagnosis based on them, sometimes without

even looking at the patient themselves, a task that is included in Teleradiology practices [15].

Figure 1: A medical image, with its assigned tags (taken from the dataset of Chapter 2.2). By
having the tags, it is more clear to an expert that this image is a Tomography of the Jejunum
(a part of the small intestine).

There were two research directions in this thesis. One was to create models that can assign

appropriate medical tags to the images, a task being called Image Tagging. Having the tags,

experts should become faster deciphering the image information, and make fewer mistakes (see

Fig. 1). The second research direction involves a mechanism that suggests to the author of

a medical diagnosis the next word of their text. This mechanism is also known as Clinical

Predictive Keyboard, and it’s being researched in recent years (like the work of Pavlopoulos

and Papapetrou [25]). Predictive keyboards can decrease the overall time needed to draft a
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sentence [3], so the experts will be able to become more productive by using them.

To create an Image Tagging model and a Clinical Predictive Keyboard, architectures from

Arti�cial Intelligence (AI) models were used. The Image Tagging models of this thesis are

Classi�cation models with image preprocessing done by the DenseNet-121 [11] CNN architec-

ture. The Clinical Predictive Keyboard models of this thesis are based on Natural Language

Processing (NLP) architectures, more speci�cally, BERT[8] and GPT-2[29], but also an n-gram

language model.

In the past, methods that can combine information from many di�erent streams of data

have been studied for several other tasks [1, 12]. The task that these methods address is similar

to the one a medical expert is asked to do for a diagnosis (i.e, an expert can be given many

di�erent types of data, as mentioned at the start of the Introduction). Models that handle

di�erent types of data are called multimodal [17], and although this thesis doesn't follow a

multimodal approach, the models of it are a step into one, because there's an intention to

improve the Clinical Prediction Keyboards by making them also utilize the information from

the images. Image Captioning models are also a widely studied subject ([37, 38, 2] and [19,

18], the latter being more related to this thesis as it is related to biomedical images). [22] is

also closely related to this thesis, since it introduces a model that can perform Image Tagging

on medical images (and also use the tags to perform captioning). The most related works for

Chapter 2 are [20, 21], from which the models of that chapter took inspiration. Chapter 3

takes heavily inspiration from [25], which is a paper focusing on medical predictive keyboards

and one of its tested datasets is the one that will be used for the predictive keyboards of this

thesis. Other related work for Chapter 3 is [35] which involves clinical text prediction. [3]

should be mentioned as a nice study of the consequences of predictive text, which include the

change of typing behavior, as it was observed that individuals who utilized a predictive text

mechanism were writing shorter texts. Lastly, [9] shows how a predictive text mechanism can

be implemented for another language.
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2 Image Tagging

2.1 Introduction

Part of this thesis included the participation to the ImageCLEFmed[26] Caption task of 2020.1

The team consisted of Vasilis Karatzas, Ioannis Pavlopoulos, Vasiliki Kougia and Ion Androut-

sopoulos, and the models that will be described later on managed to take the 1st, 2nd and 6th

place of the competition.2,3 The contest was held by the evaluation campaign ImageCLEF [13]

as part of CLEF.4 For the task, participants were asked to create models that could assign the

appropriate tags, called concepts, to medical radiology images (Fig. 2).

Figure 2: Two random images from the dataset, along with information that is de�ned in
Chapter 2.2, which includes the corresponding CUIs of each tag and their descriptions from
UMLS. The left image belongs to the Computer Tomography (CT) category, while the right
image belongs to the Positron Emission Tomography (PET) category.

The participation included readjustment and �ne-tuning of previous models implemented

by AUEB's NLP Group [19, 20, 21], along with new ensemble models. The Mean@k-NN model

1More information about 2020's ImageCLEFmed can be found athttps://www.imageclef.org/2020/
medical

2All the team members are members of the AUEB's NLP Group (http://nlp.cs.aueb.gr/ )
3The 1st ranked model will become available in the bioCaption PyPi package
4More information about CLEF can be found at http://www.clef-initiative.eu/
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of [21] was used, that �nds thek closest images in the training set and assigns the concepts to

the current testing image according to them. The ConceptCXN model of [21] was also used,

that utilizes the DenseNet-121 CNN to create embeddings for the images, which are passed

through a Feed Forward Neural Network (FFNN) that outputs probabilities for each concept,

from which the most probable concepts can be chosen based on a threshold. The methods are

explained thoroughly in Chapter 2.3.

2.2 Data

Name ROCO Description
CUIs of

ALWAYS @concepts
UMLS Description

DRAN angiography C002978 Angiogram
DRCO combined modalities - -

DRCT computerized tomography
C0040398
C0040405

Tomography
X-Ray Computed Tomography

DRMR magnetic resonance C0024485 Magnetic Resonance Imaging
DRPE pet C0032743 Positron-Emission Tomography
DRUS ultrasound C0041618 Ultrasonography
DRXR x-ray, 2d tomography C0043299 Diagnostic radiologic examination

Table 1: The seven categories of the dataset. The �rst column includes the names of the
categories that were found inside the dataset, and the second column includes the meaning of
each category, taken from [27]. The third column lists the Concept Unique Identi�ers (CUIs) of
the concepts that were found to be included in every single image of the corresponding category
(ALWAYS @concepts), and the fourth column is the description of the CUIs, drawn from UMLS
Metathesaurus [4].

The dataset used for ImagCLEFmed Caption tasks of previous years included images ex-

tracted from �gures of scienti�c articles in the open-access biomedical literature database

PubMed Central.5 The concepts that had to be predicted for each �gure were selected based

on the caption of the �gure (no more information about this process was given by the task

organizers), and were part of the Uni�ed Medical Language System (UMLS)[4]. In recent years

though, starting from 2019, the dataset was preprocessed by models that were trained to dis-

card non-radiology or compound images. A subset of the remaining dataset, which is called

the extended Radiology Objects in COntext (ROCO)[27], was given to the participants for the

2020's task. The dataset of 2020 was also split into seven mutually exclusive categories, based

on the radiology category. The seven categories can be seen in Table 1, along with a description

5More about the PubMed Central database can be found athttps://www.ncbi.nlm.nih.gov/pmc/
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Figure 3: The number of images (blue, left of each bar pair) and possible concepts (red, right
of each bar pair) found in each category.

of each category. Two sample images taken from the dataset, along with their corresponding

captions and categories, can be seen in Figure 2.

In Figure 4, some statistics regarding the number of concepts per category are shown. The

organizers had removed concepts from the dataset that were not found in many images, because

the task was considered hard in the previous years [33]. For comparison, in 2018 there were

111,156 unique concepts in total [39], in 2019 they were reduced to only 5,528 [20], and in 2020,

3,047 unique concepts were found in the dataset.

Six out of the seven categories had a concept that was found in every single image of that

dataset. The DRCT category even had two concepts that were found in every single image of

it. These concepts will be called theALWAYS @concepts from now on. In Table 1 the Concept

Unique Identi�ers (CUIs) of these concepts can be seen.6

By analyzing the information from the UMLS description, the category names, and images

found in those categories, the following conclusion can be made: theALWAYS @concepts of a

category can be used to describe that category. For example, the unique concept for DRAN,

which is C002978, holds the meaning of \Angiogram", and the images inside that category were

indeed found to resemble Angiograms.

6UMLS Metathesaurus (uts.nlm.nih.gov/home.html ) was used to map each CUI to its term
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Figure 4: Boxplots depicting statistics about the number of concepts found in images of each
category.

The dataset was given to the participants with a split of 64,753 images for training and

15,970 images for validation, along with their corresponding concepts. The �nal results would

be computed from 3,534 images that were given to the participants without their concepts. As

part of the preprocessing undertaken for the participation of AUEB's NLP Group, the training

and validation sets were combined, and then split to mutually exclusive sets of 90% and 10%

of the combined data. Hereafter, the 90% of that data will be called the training set, and the

10% of that data will be called the development set.

2.3 Methods

2.3.1 System 1: 2xCNN+FFNN

The CNN+FFNN model (also named ConceptCXN [21] or DenseNet121+FFNN [20]) was the

system that managed to win the ImageCLEFmed Caption task of 2019, and was also developed

by AUEB's NLP Group. Its architecture includes a CheXNet [31], which is a model utilizing
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a DenseNet-121 [11]. DenseNet-121 consists of a stack of 120 Convolution Neural Networks

(CNNs) and an FFNN on top to output classifying probabilities. Since the output needs to

know the exact number of classes, in 2019, the DenseNet121+FFNN model was changed so that

the FFNN can output 5,528 probabilities, instead of 14 (which was the number of classes in

[31]). In 2020, the fact that the dataset was split into di�erent categories, meant that a model

could be trained for each of these categories explicitly. That also meant that the number of

possible concepts was dependent on the current category. As it can be seen from the red bars

(the right one of each pair) of Figure 3, the number of unique concepts per category varies.

This observation led to the development of seven di�erent models, one for each category, where

the size of the �nal output from the FFNN would be equal to the height (number of possible

concepts) of the red (right) bar of that category.7

Following the work of [20], the model was trained by minimizing the binary cross entropy

loss, and Adam [16] was used as the optimizer, with decreased learning rate by a factor of 10

when the loss doesn't improve. The model was trained with a patience of 3 epochs and a batch

size of 16. For hyper-parameter tuning, each model (seven models in total) was tested on a

number of di�erent thresholds (ranging from 0 to 1 with a step of 0.01), choosing the one that

resulted to the highest F1 score on the development set. Any concept that its corresponding

probability (in the output of the FFNN) was higher than the threshold, was chosen as a concept

for that image (Fig. 5).

Figure 5: How CNN+FFNN works at test time.

Going a step further from 2019's submission, ensembles were made from these models for

each category. Five CNN+FFNN models were trained, and the two with the best F1 scores

on the development set were kept. Then, these two best performing models were assigned to

predict the concepts for the speci�ed category of the test set. Their predictions were combined,

either by taking the Union or the Intersection of the concepts they predicted. From now on,

these models will be called 2xCNN+FFNN@U and 2xCNN+FFNN@I, respectively.

7Di�erently than 2019's AUEB's NLP Group submission, this year no image augmentation was done, due
to time restrictions, because of the fact that there were seven models to train and tune parameters for
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