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ABSA

Aspect term polarity

food , wine , beers , service , 

é

Visualisation

Task description

food *****

wine, beers **

service *****

Aspect term aggregation

food, wine, beers, service, 

é

Aspect term extraction

food, wine, beers, service, 

é

The food was delicious!

Nice food but horrible wine 

and beers .
Excellent service! Thank you J

é
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See our paper for more details ( Pontiki et al., 2014)



1. Aspect term extraction

2. Multi -granular aspect aggregation

3. Message -level sentiment estimation

4. Aspect term sentiment estimation
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Outline

Basis for ôaspect term extractionõ ABSA SemEval 2014/201 5 task



Datasets Inter - Annotator 

Agreement
# Domains

Gold Aspect 

Terms

Hu & Liu 2004
1

Ganu et al. 

2009 1

Blitzer et al. 

2007 4

Pavlopoulos & 

Androutsopoul

os 2014
3
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Previous datasets vs. 
our datasets

Aspect term extraction



# distinct aspect terms with n occurrences

n > 0 n > 1

Domain multi -word single-word multi -word single-word

Restaurants 593 452 67 195

Hotels 199 262 24 120

Laptops 350 289 67 137

# sentences with n aspect term occurrences

Domain n = 0 n > 0 n > 1 total

Restaurants 1,590 2,120 872 3,710

Hotels 1,622 1,978 652 3,600

Laptops 1,760 1,325 416 3,085

Inter -Annotator Agreement:

Dice: ~70% in all domains
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Our new datasets

battery life

Aspect term extraction
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Most frequent distinct aspect terms

Electronics (Hu & Liu, 

2004) & laptops reviews 

contain more multi -

word distinct aspect 

terms 

6/70

Multi -word vs. single-word 
distinct aspect terms per domain

Aspect term extraction



Predicted: òdesignó (92/94), òserviceó (1/3 + 1), òscreenó (0/2), òfooó (+3)

Gold: òdesignó (94), òserviceó (3), òscreenó (2)

Ἔ
ȿ ◄▫▓▄▪▼ȿ

ȿ ◄▫▓▄▪▼ȿ
= 0.96

ἠ
ȿ ◄▫▓▄▪▼ȿ

ȿ ◄▫▓▄▪▼ȿ
= = 0.94

Computed on tokens (aspect term occurrences):
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Over sensitive to high -frequent aspect terms

Precision, Recall, F -measure
Aspect term extraction

Computed on types(distinct aspect terms):

Frequent distinct aspect term are treated as rare ones

Ἔ
ȿ ◄◐▬▄▼ȿ

ȿ ἼὁἸἭἻȿ

ȿ ȟ ȿ

ȿ ȟ ȟ ȿ
= 0.66

ἠ
ȿ ◄◐▬▄▼ȿ

ȿ ἼὁἸἭἻȿ

ȿ ȟ ȿ

ȿ ȟ ȟ ȿ
= 0.66



ÔThe users care only about the top □ (e.g., 10 -20) most frequently

discussed distinct aspect terms .

Ô The value of άdepends on screen size , available time etc.

ÔFinding or missing a truly more frequent distinct aspect term should 

be rewarded or penalized more .

ÔPlacing a truly high -frequency distinct aspect term towards the 

beginning of the returned list should be rewarded more .
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Precision, Recall, F -measure

Aspect term extraction



G

A3

·Order all the correct distinct aspect terms by human 

annotation frequency ( Ὃlist). 

·Each method returns a list of distinct aspect terms, 

ordered by predicted frequency ( l̈́ist). 

·Given an άvalue, use the first άelements of the ὃlist (ὃ).

·Compare Ὃand ὃ for different άvalues.

1: òdesignó (92)

2: òfooó(3)

3: òserviceó (2) 

1: òdesignó (94)

2: òserviceó (3)

3: òscreenó (2)

A
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Predicted: òdesignó (92/94), òserviceó (1/3 + 1), òscreenó (0/2), òfooó (+3)

Gold: òdesignó (94), òserviceó (3), òscreenó (2)

How we propose to measure
Aspect term extraction



ἥἜἵ
Вἱ
ἵ

ἱ
ɇἩἱɴ ἑ

Вἱ
ἵ
ἱ

ἵ
= 0.73

ἥἠἵ
Вἱ
ἵ

ἺἩἱ
ɇἩἱɴ ἑ

В
ἲ
ȿἑȿ

ἱ

ἵ
= 0.82

·By varying □, we obtain ╦╟□ ╦╡□ curves .

·Also, average weighted precision at 11 weighted recall levels.

·ὡὖ is similar to ὲὈὅὋͽά, but no counter -part for ὡὙ .

G3

1: òdesignó (92)

2: òfooó(3)

3: òserviceó (1) 

1: òdesignó (94)

2: òserviceó (3)

3: òscreenó (2)

A3
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Weighted precision and recall

Aspect term extraction



Freq baseline

ÔConsidered effective & popular unsupervised baseline (Liu, 2012)

ÔReturns the most frequent nouns and noun phrases , ordered by 
decreasing sentence frequency

H&L (Hu & Liu 2004)

ÔAlso unsupervised , finds frequent nouns and noun phrases , plusé

ÔDiscards candidate aspect terms that are subparts of other 
candidate aspect terms

ÔFinds adjectives that modify candidate aspect terms , uses them 
to detect additional candidate aspect term s

ÔDetails previously unclear, full pseudo -code published
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Methods

Aspect term extraction



Ȁ

○▀▫□╪░▪
В◌ɴ ╪▼▬▄╬◄◄▄►□▼○◌

ȿ╪▼▬▄╬◄◄▄►□▼ȿ

○╬▫□□▫▪
В◌ɴ ╬▫□□▫▪◌▫►▀▼○◌

ȿ╬▫□□▫▪◌▫►▀▼ȿ

We use word vectors ( Mikolov , 2013) computed using Word2Vec
○ᴂ▓░▪▌ ○ᴂ□╪▪ ○ᴂ◌▫□╪▪ ḙ○ᴂ▲◊▄▄▪

For each candidate aspect term ὥ, measure 

its similarity (cosine) with the two centroids

Applicable to both Freq and H&L

v(ôqueenõ): word vector of ôqueenõ

<0.2, 0.9, 0.0, é, 0.3, 0.7, 0.5>

Prune ὥ, if ÃÏÓὥȟὺ ÃÏÓὥȟὺ )
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Our pruning step

Aspect term extraction



Method Restaurants Hotels Laptops

Freq 43.40 30.11 9.09

Freq+w2v pruning 45.17 30.54 7.18

Method Restaurants Hotels Laptops

Hu&Liu 52.23 49.73 34.34

H&L+w2v pruning 66.80 53.37 38.93

All differences are statistically significant (p<0.01 )
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Results: 
average weighted precision

Aspect term extraction
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Results: 
average weighted precision

Aspect term extraction
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Results: 
average weighted precision

Aspect term extraction
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Results: 
average weighted precision

Aspect term extraction



ÇIntroduced 3 new aspect term extraction datasets

ÇLaptops/Restaurants/Hotels

ÇDomain variety is important

ÇNew evaluation measures

ÇWeighted precision, weighted recall, average weighted precision

ÇImproved the popular unsupervised method of Hu & Liu

ÇAdditional pruning step based on continuous space word vectors (using Word2Vec)

ÇThe ôAspect term extractionõ subtask of ABSA SemEval 2014 & 2015 was 

based on the work of this section
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See our paper for more details 

(Pavlopoulos and Androutsopoulos, 2014a)
Aspect term extraction

Summary & contribution of this section



1. Aspect term extraction

2. Multi -granular aspect aggregation

3. Message -level sentiment estimation

4. Aspect term sentiment estimation
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Outline



ABSA

Aspect term polarity

food , wine , beers , service , 

é

Visualisation

Task description

food *****

wine, beers **

service *****

Aspect term aggregation

food, wine, beers, service, 

é

Aspect term extraction

food, wine, beers, service, 

é

The food was delicious!

Nice food but horrible wine 

and beers .
Excellent service! Thank you J

é
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Multi -granular aspect aggregation



Top Aspect Terms

1. Food

2. Wine

3. Beers

4. Service

é

food, wine,

beers ****

service *****

food *****

wine, beers     ***

service *****

food *****

wine ***

beers ***

service *****
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Aspect aggregation 
with multiple granularities

Multi -granular aspect aggregation


