Abstract. We present the submissions of AUEB’s NLP group to the BIOASQ 8 document and snippet retrieval tasks. We relied mostly on JPDRMM, our top performing model of BIOASQ 7, but we also tested feeding JPDRMM with word embeddings obtained by applying a graph node embedding method to a biomedical co-occurrence graph; the latter approach was competitive to using biomedical WORD2VEC embeddings in JPDRMM. We also experimented with neural methods to encode, index, and directly retrieve snippets (sentences) and indirectly documents containing the retrieved snippets, instead of relying on conventional information retrieval to pre-fetch possibly relevant documents and invoking JPDRMM to re-rank the pre-fetched documents and their snippets; conventional BM25-based pre-fetching, however, was far better. Our JPDRMM-based document and snippet retrieval methods scored at the top or near the top for all test batches of BIOASQ 8.
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1 Introduction

BIOASQ [34] is an annual competition for biomedical document classification (Task A), as well as document, snippet, structured data retrieval, question answering, and summarization (Task B). This work pertains to Task B, which consists of two ‘phases’. In Phase A, systems are provided with English biomedical questions and are required to retrieve relevant documents and document snippets from a collection of MEDLINE/PUBMED articles. In Phase B, systems are...
provided with English biomedical questions, along with gold relevant documents and gold document snippets per question; they are required to respond with ‘exact answers’ (e.g., named entities) and ‘ideal’ answers, i.e., paragraph-sized summaries. Here we provide an overview of the submissions of AUEB’s NLP group to the document and snippet retrieval tasks (parts of Task 8b, Phase A). We also participated in exact answer extraction (part of Task 8b, Phase B) this year, but we describe this aspect of our work very briefly, because it was only a quick attempt to reuse work from cloze-style biomedical machine reading comprehension (MRC) [29], which led to poor results. By contrast our best document and snippet retrieval systems scored at the top or near the top for all test batches of BIOASQ 8, as in BIOASQ 6 and 7 [4, 28].

For document and snippet retrieval, we employed our JPDRMM model [28], which had achieved top performance in BIOASQ 7. This year, we tested JPDRMM with biomedical word2vec embeddings [23], as in our previous work, but also with word embeddings obtained by applying a graph node embedding method [14] to a biomedical entity co-occurrence graph; both approaches were equally good. We also experimented with neural methods to encode, index, and directly retrieve relevant snippets (sentences) and indirectly retrieve documents containing the retrieved snippets, instead of relying on conventional information retrieval to pre-fetch possibly relevant documents and invoking JPDRMM to re-rank the pre-fetched documents and their snippets; conventional BM25-based pre-fetching, however, followed by JPDRMM reranking was far better.5

As already noted, we also participated (for the first time) in exact answer extraction this year. We experimented with SCIBERT-MAX-READER, a SCIBERT-based model [2] that we recently introduced for cloze-style biomedical MRC [29]. Although SCIBERT-MAX-READER has been found to reach or even exceed human expert performance in biomedical cloze-style MRC [29], it performed poorly in BIOASQ 8, indicating that BIOASQ’s exact answer extraction task is not as similar as we had hoped to the MRC task and dataset SCIBERT-MAX-READER was developed for. Hence, we do not provide here any further information about this aspect of our work, though we hope to examine in future work if it can be used to pre-train exact answer extraction components, which will be subsequently fine-tuned on BIOASQ exact answer extraction training instances.

2 JPDRMM-based Models for Document and Snippet Retrieval

Following last year’s successful approach [28], we used JPDRMM as our main model for document and snippet retrieval. JPDRMM is actually a (neural) re-ranking model; it is fed with the top \(N\) documents retrieved by a conventional (and computationally more efficient) information retrieval engine, and

---

5 As in recent BIOASQ editions, gold snippets are almost always sentences in BIOASQ 8. Hence, we take snippets to be sentences in our experiments. When gold snippets contain multiple sentences, we break them into multiple single-sentence snippets.
it is trained to jointly re-rank the top $N$ documents and their snippets. We do not discuss JPDRMM further here, since it is presented in detail in our previous work [28]. We note, however, that JPDRMM computes one loss for document re-ranking ($L_{\text{doc}}$) and another one for snippet re-ranking ($L_{\text{snip}}$). In our previous work, we simply added the two losses, but this year we used a linear combination of the two losses, $L = \lambda_{\text{doc}} L_{\text{doc}} + \lambda_{\text{snip}} L_{\text{snip}}$, and we tuned the two loss weights ($\lambda_{\text{doc}}, \lambda_{\text{snip}}$) by performing a 10-fold cross-validation on training data.\footnote{We tuned for $\lambda_{\text{snip}}$ and $\lambda_{\text{doc}}$ in $\{0,0.001,0.01,0.1,0.2,1.0,5.0,10.0,100.0\}$, which led to $\lambda_{\text{snip}} = 0.01$ and $\lambda_{\text{doc}} = 1.0$.}

Furthermore, in our previous work JPDRMM had been used with biomedical WORD2VEC embeddings [23]. Here we also experimented with word embeddings obtained by applying a graph node embedding method [14] to a biomedical entity co-occurrence graph. The node embedding method we used is an extension of NODE2VEC [11] that considers both the topology of the graph it is applied to and text associated with each node of the graph. In our case, nodes are biomedical entities and the text of each node is the (often multi-word) English name of the corresponding entity. Roughly speaking, the graph node embedding method uses an RNN to obtain a node embedding from the word embeddings of the text (name) of the node, and then applies graph convolutions to make sure that the embeddings of nodes with common neighbors are close to each other. In effect, the embeddings of two nodes (entities) end up being close to each other if the two nodes have similar names (e.g., ‘acute cardiomyopathy’, ‘cardiomyopathy’) or similar neighbors. To construct the entity co-occurrence graph, we used PUBTATOR [38] to identify the biomedical entities in a randomly selected set of approx. 5 million PUBMED abstracts. Whenever a biomedical entity was found in the same abstract with another one, a link between the two entities was added to the graph. We then pruned links corresponding to co-occurrences with frequencies lower than 10. Although the graph embedding method is primarily intended to generate node embeddings, it also generates word embeddings, which we used as an alternative to WORD2VEC embeddings. The intuition was that nodes (entities) with similar neighborhoods in the co-occurrence graph are probably related, the graph node embedding method places their embeddings close to each other, and this might also help place close to each other the embeddings of the words of the names of the two related nodes, since node embeddings are based on the word embeddings of the node names. We call \textsc{Graph-JPDRMM} the JPDRMM version that uses word embeddings obtained via the graph embedding method, and \textsc{W2V-JPDRMM} the original JPDRMM version with biomedical WORD2VEC embeddings.

3 \textsc{SE}M\textsc{antic} \textsc{I}ndexing for \textsc{SEntence} \textsc{R}etrieval (\textsc{SE}MISER)

Our JPDRMM-based models of the previous section rely on conventional information retrieval to obtain a set of $N$ possibly relevant documents from the document collection, and then invoke JPDRMM to re-rank the retrieved $N$ documents and their snippets. Instead, in this section we use a neural encoder to
map each sentence of the document collection to a sentence embedding, and we index the sentences of the document collection by their sentence embeddings. We use a similar encoder to map each query to a query embedding, and approximate $k$-NN retrieval algorithms \cite{3,20} to retrieve the sentences of the document collection whose embeddings are closest to the query embedding; the retrieved sentences are ranked by increasing distance to the query embedding. When required to retrieve documents too, we simply report the documents that contained the retrieved sentences; the relevance score of each document is the minimum query-sentence distance over all the sentences of the document.\footnote{We also maintain an index that maps sentences to their documents.} The encoder of the sentences and the encoder of the queries are jointly trained in a ‘self-supervised’ manner, detailed below, which does not require manually labeled gold relevant documents and snippets per training query. The resulting method, called \textsc{semiser} (SEMantic Indexing for SEntence Retrieval), is a new deep learning model for semantic indexing of sentences \cite{40}.

\textsc{semiser} takes a sentence and a query as input (Fig. 1). Each word of the sentence and query is mapped to the corresponding word embedding. In \textsc{bioasq} \footnote{The word embeddings are not updated during training, in any of the methods we experimented with.}, we used the same biomedical \textsc{word2vec} embeddings as in the \textsc{jpdrm} methods.\footnote{We replace all negative cosine similarity values by zeros, using a \textsc{relu} activation.} Two stacked trigram convolutional layers (with tanh activations) are used to obtain a context-aware embedding for each word, and a self-attention layer (different for sentences and queries) then computes the sentence and query embeddings. The self-attention layer actually produces two sentence embeddings (vectors) and two query embeddings. The intuition is that the two vectors will capture different views of the sentence and query, respectively, similar in spirit to the multiple representations obtained when using multiple attention heads in Transformer-based models \cite{35}. To force the two sentence (or query) embeddings to learn different views of the sentence (or query), we compute a cosine similarity loss between the two sentence (or query) embeddings during training. We also compute the maximum cosine similarity over all four pairs of sentence and query embeddings, and require it to be 1 (or 0) when \textsc{semiser} is given a query and a relevant (or irrelevant) sentence, using binary cross-entropy loss.\footnote{We simply added the three losses, but we plan to tune the loss weights in future work. Although \textsc{semiser} can be trained in a supervised manner, by using pairs consisting of queries and relevant (or irrelevant) sentences as positive (or negative) training instances, \textsc{bioasq} provides relatively few training instances by today’s standards (approx. 2.6k training queries, with approx. 1.24 relevant snippets per query on average). Instead, we opted for a ‘self-supervised’ approach, using an auxiliary training task for which very large numbers of training instances can be obtained without manual annotation.} We simply added the three losses, but we plan to tune the loss weights in future work. Although \textsc{semiser} can be trained in a supervised manner, by using pairs consisting of queries and relevant (or irrelevant) sentences as positive (or negative) training instances, \textsc{bioasq} provides relatively few training instances by today’s standards (approx. 2.6k training queries, with approx. 1.24 relevant snippets per query on average). Instead, we opted for a ‘self-supervised’ approach, using an auxiliary training task for which very large numbers of training instances can be obtained without manual annotation.

For the auxiliary training task, we used sentences from 50k randomly selected \textsc{pubmed} documents. The positive training instances were pairs consisting of one of the sentences and a (possibly multi-word) keyterm extracted from
the sentence using SGRANK [8], an unsupervised keyterm extraction method. The negative training instances were pairs consisting of one of the sentences and a keyterm extracted from another randomly selected sentence. This process led to approx. 2.3 million training instances; we generated an equal number of positive and negative instances. In effect, the auxiliary task requires SEMISER to be able to generate sentence and query embeddings containing enough information to decide if a sentence contains a keyterm (treated as a query) or not. The intuition is that in most cases relevant sentences contain keyterms of the queries, hence being able to predict if a keyterm included in a sentence is important. By forcing keyterms (more generally queries) to be represented by low-dimensional embeddings, we also hope that similar queries will end up being close in the vector space, and that similar sentences will also end up being close in a similar manner.

Having trained SEMISER, we use its left part (Fig. 1) to obtain and index (off-line) sentence embeddings, and the right part to convert queries (on the fly) to query embeddings. To retrieve sentences (and the documents that contain them), we query the index of sentence embeddings (using approximate k-NN matching) to obtain the sentences with the most similar sentence embeddings. For each retrieved sentence, we compute again the maximum similarity score over all four pairs of sentence-query embeddings.

4 Overall System Architecture

In the JPDRMM-based methods (Section 2), we use ElasticSearch\textsuperscript{10} to index the approx. 30 million PUBMED ‘documents’ (concatenated titles and abstracts) of BIOASQ 8. Figure 2 illustrates the overall architecture of our JPDRMM-based methods. Given a question, we submit it as a query to ElasticSearch to retrieve

\textsuperscript{10} https://www.elastic.co/elasticsearch/
the $N$ documents with the best BM25 scores; in our experiments, $N = 100$. Then JPDRMM (W2V-JPDRMM or GRAPH-JPDRMM) jointly re-ranks the $N$ documents and their snippets, assigning relevance scores to each one. We return the $n_d$ documents with the highest relevance scores, and the $n_s$ snippets with the highest relevance scores among the snippets of the $n_d$ documents. We set $n_d = n_s = 10$, as required by BIOASQ 8.

![Fig. 2. Architecture of our JPDRMM-based systems. The IR engine retrieves candidate relevant documents. JPDRMM (W2V-JPDRMM or GRAPH-JPDRMM) re-ranks the retrieved documents and their snippets. We return the 10 documents with the highest scores, and the 10 snippets of those documents with the highest scores.](image)

When using SEMISER (Section 3), we sentence-split\(^{11}\) all the PUBMED ‘documents’ of BIOASQ 8, we map each sentence to its two sentence embeddings (left part of Fig. 1, already trained, see also Fig. 3), and we index (offline) all the sentence embeddings in a single index. Given a BIOASQ question, we map it on the fly to its two query embeddings (right part of Fig. 1, already trained, see also Fig. 3), and we query the index of sentence embeddings (using approximate $k$-NN matching) to retrieve the $n_s$ sentences with the highest similarity scores.\(^{12}\) The similarity (relevance) score of each sentence is the maximum cosine similarity over all four pairs of sentence-query embeddings (as in the lower part of Fig. 1). To retrieve documents, we assign to each document the score of its best (most relevant) snippet, and return the $n_d$ documents with the best scores. Again, we set $n_d = n_s = 10$, as required by BIOASQ 8. Since multiple snippets may come from the same document, we actually initially retrieve more than 10 snippets, to always be able to return 10 documents.

Unfortunately, when used on its own to directly retrieve sentences and documents (Fig. 3), SEMISER performed poorly. Hence, we also experimented with combinations of SEMISER with other methods (e.g., applying SEMISER only to documents retrieved by ElasticSearch), which are discussed in the next section.

---

\(^{11}\) We use NLTK’s English sentence splitter; see [https://www.nltk.org/api/nltk.tokenize.html](https://www.nltk.org/api/nltk.tokenize.html).

\(^{12}\) We use HNSWLlib [20] for approximate $k$-NN matching.
5 Data and Experiments

The BIOASQ 8 document collection consists of approx. 31M ‘documents’ (concatenated titles and abstracts) from the openly available ‘MEDLINE/PubMed Baseline 2020’ collection.\(^\text{13}\) We discarded approx. 11M articles that contained only titles. The average ‘document’ length is 197.19 words, the minimum length is 11 words, and the maximum length is 1,500 words. There are 2,647 training questions, from which we held out 100 for development. The average training question length is 9.02 words, and the maximum length is 30 words. Each one of the five (not publicly available) test batches contains 100 questions.

5.1 AUEB-NLP Submissions

We submitted the following five systems to BIOASQ 8 (Task 8b, Phase A). In all cases, we used BM25 when scoring documents with ElasticSearch.

**AUEB-NLP-1**: W2V-JPDRMM for document and snippet retrieval, with BM25 for initial document retrieval.

**AUEB-NLP-2** (_batches 2–5 only): Same as AUEB-NLP-1, but with GRAPH-JPDRMM instead of W2V-JPDRMM.

**AUEB-NLP-3**: Same as AUEB-NLP-1, but we use SEMISER to re-score the sentences of the \(n_d\) documents that W2V-JPDRMM retrieves. Each one of the \(n_d\) documents is then re-ranked by the score of its best snippet.

**AUEB-NLP-4**: SEMISER for document and snippet retrieval (Fig. 1) in batches 1–2. An ensemble of AUEB-NLP-1 and AUEB-NLP-2 in batches 3–5. In batches 3–4, the ensemble summed the scores of the two models (both when scoring documents and snippets); in batch 5, it used the maximum score of the two models.

**AUEB-NLP-5**: BM25 for document retrieval, then SEMISER for snippet retrieval.

The last three systems were intended to test the performance of SEMISER, when used on its own for both document and snippet retrieval (AUEB-NLP-4, batches 1–2), when pipelined after BM25 (AUEB-NLP-5), or when used as an additional rescoring mechanism after W2V-JPDRMM (AUEB-NLP-3). Since SEMISER

performed very poorly when used on its own (AUEB-NLP-3, batches 1–2), in the last three batches we used the slot of AUEB-NLP-3 to experiment with ensembles of our two best systems (AUEB-NLP-1 and AUEB-NLP-2).

5.2 Results

The official BIOASQ evaluation measure for document and snippet retrieval is Mean Average Precision (MAP). Table 1 reports the official MAP scores of our systems for batches 1–5, along with the best score achieved by other participants in each batch. We also report system rankings, again based on MAP.

A first observation is that AUEB-NLP-1 and AUEB-NLP-2, which use W2V-JPDRMM and GRAPH-JPDRMM respectively, performed particularly well in snippet retrieval. In batches 1–4, they were the top two systems in snippet retrieval, largely outperforming all other systems in MAP, and they ranked 2nd and 3rd in batch 5, where their MAP was close to that of the best system. The two systems also performed well in document retrieval, where they were ranked in the top 8 positions in all batches among more than 20 participants. These document and snippet retrieval results also indicate that JPDRMM works equally well with the original biomedical WORD2VEC embeddings (W2V-JPDRMM) and the word embeddings we obtained from the entity co-occurrence graph via the graph node embedding method (GRAPH-JPDRMM).

Another key observation is that SEMISER, which uses self-supervised neural encoders to index and retrieve sentences and indirectly documents (AUEB-NLP-4, batches 1–2 only), performed poorly, both in document and snippet retrieval. When SEMISER was used only to score the sentences of documents retrieved by BM25 (AUEB-NLP-5), its snippet MAP improved substantially (see batches 1–2), but remained well below the snippet MAP of the best systems. For document retrieval, AUEB-NLP-5 uses BM25, hence the corresponding document MAP results show the performance of conventional information retrieval. When SEMISER was used to re-score sentences and documents retrieved by BM25 and W2V-JPDRMM (AUEB-NLP-3), both document MAP and snippet MAP were lower than those of AUEB-NLP-5. Overall, we were unable to obtain benefits by including SEMISER in any of our systems. We note, however, that SEMISER is still in early development stages. We plan to investigate its failures further and try to improve it. The simplistic ensembles (summing or taking the maximum score) of AUEB-NLP-1 and AUEB-NLP-2 that we experimented with (AUEB-NLP-4, batches 3–5) did not improve document MAP and, more surprisingly, led to much worse snippet MAP compared to the scores of the systems we combined. We also need to investigate these results further.

14 We are surprised by the fact that the official MAP scores occasionally exceed 100%, which may be due to using a wrong normalization.
Table 1. Performance on BIOASQ Task 8b, Phase A for document and snippet retrieval. Top Comp. is the top scoring submission of other teams. AUEB-NLP-2 (W2V-JPDRMM) did not participate in batch 1. AUEB-NLP-4 was different in batches 1–2 (SEMISER on its own) and batches 3–5 (W2V-JPDRMM and GRAPH-JPDRMM ensembles).

6 Related Work

6.1 Document Retrieval

Neural models for re-ranking have shown promising results in multiple domains [1, 39]. The introduction of BERT sparked the creation of more deep learning approaches for document retrieval and re-ranking [12, 22, 25, 27, 41]. Recently several deep learning models have also been introduced for neural document retrieval using document vector representations [6, 7, 12, 19, 24, 36, 44].

In the document retrieval task, several approaches that benefit from data structured as graphs have been proposed [9, 21, 32, 44, 45]. A model that benefits from structured data in biomedical IR is GRAPHENE [46]. It uses graph-augmented document representation learning, query expansion, and representation learning to rank biomedical articles. Its creators concatenated the titles and abstracts of biomedical articles from the TREC Precision Medicine track [31] to create a pool of documents. They then used the MESH terms of the articles as queries, aiming to retrieve articles labeled with the MESH terms of each query. GRAPHENE managed to surpass other deep learning models [17, 24] in this task, which resembles the auxiliary task of SEMISER.
6.2 Snippet Retrieval

Several deep learning approaches have been proposed for biomedical snippet retrieval [10, 26, 43]. TANDA [10] is a BERT based deep learning model for answer sentence selection. The authors fine-tuned a pre-trained BERT model, using non-biomedical data obtained from the Natural Questions dataset [15]. Their tuning led to a BERT model trained for answer sentence selection on Wikipedia articles. A second fine-tuning step adapts the obtained model to the specific target domain of each dataset they use for testing. Their model outperformed the previous state of the art model in the TREC-QA dataset [31], which partly consists of biomedical documents. Yoon et al. [43] proposed a clustering-based method for sentence selection. Their clustering significantly improved performance leading to state of the art performance on WIKIQA [42] and TREC-QA [31] when it was published, but was later surpassed by TANDA.

The COVID-19 pandemic and the need to keep up with rapidly increasing related biomedical literature led to new document collections and retrieval challenges for COVID-19 [30, 37]. These datasets, however, provide only gold documents, not snippets, and methods proposed for them focus only on document retrieval [5, 16, 18, 41], some also on summarization [13, 33].

7 Conclusions and Future Work

In this short system description paper, we presented our submissions to the document and snippet retrieval tasks of BIOASQ 8. Our joint JPDRMM model scored at the top or near the top in both tasks across all batches, as in BIOASQ 7. Its performance was equally good when its biomedical WORD2VEC embeddings were replaced by word embeddings obtained from a biomedical entity co-occurrence graph via a graph embedding method. In future work, we also plan to experiment with JPDRMM fed with random word embeddings, to investigate to what extent JPDRMM is affected by the word embeddings used. We also experimented with self-supervised neural encoders to index and directly retrieve snippets and indirectly documents, instead of initially retrieving documents using conventional information retrieval and then re-ranking the documents and their snippets with JPDRMM. This approach performed poorly, but is still in early stages and we hope to improve it further.
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