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Abstract

This article describes the methods that the AUEB NLP Group experimented with during its participation

in the 7th edition of the ImageCLEFmedical Caption sub-tasks, namely Concept Detection and Caption

Prediction. The former intends to automatically classify biomedical images into a set of one or more tags

based solely on the visual input, while the latter aims to generate a syntactically and semantically accurate

diagnostic caption that addresses the medical conditions depicted on a given image. For the Concept

Detection sub-task, extending our previous work, we utilized a wide range of Convolutional Neural

Network encoders followed by a Feed-Forward Neural Network, both in a single-task and a multi-task

fashion, as well as combined with a contrastive learning approach. Our methods concerning the Caption

Prediction sub-task are influenced by both our previous work and recent progress in Natural Language

Processing (NLP) methods. Our two base systems use CNN-RNN and Transformer-to-Transformer

encoder-decoder architectures, respectively. Additionally, we experimented with a Transformer-based

denoising component, which was trained to reformulate the generated captions in a more syntactically

coherent and medically accurate way. Our group ranked 1st

in Concept Detection and 3rd

in Caption

Prediction.
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1. Introduction

ImageCLEF [1] is a multi-modal machine learning campaign running every year since 2003 as

part of the Cross Language Evaluation Forum (CLEF)
1
. It fosters research breakthroughs, as

well as the development of advanced multimedia processing systems in the areas of computer

vision, image analysis, classification and retrieval in multi-modal, cross-language contexts [1].

ImageCLEFmedical is one of the four main tasks of this year’s ImageCLEF campaign. It consists

of a series of challenges that range from image captioning to synthetic image generation and

question-answering. We participated in the ImageCLEFmedical Caption task, which took place

for the 7th
time [2]. Following the previous years’ campaigns, the task consisted of two sub-
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tasks, namely Concept Detection and Caption Prediction. The goal in Concept Detection is to

link a biomedical image with one or more medical concepts (categories), whereas in Caption

Prediction the goal is to automatically generate a draft diagnostic report that accurately outlines

the medical situation, as well as the topology of the body structures and organs shown in the

image.

Diagnostic Captioning still constitutes a challenging research problem that aims to assist the

diagnostic process for a patient by providing a draft report, rather than replacing the doctors

and any human factor involved in the procedure [3]. It may thus be viewed as an assistive tool,

capable of providing an initial draft diagnostic report regarding the patient’s condition. Such a

draft would ideally allow the doctors’ attention to focus on important regions of the image [4]

and aid them to produce more accurate medical diagnoses with improved accuracy and speed [5].

Experienced clinicians could improve their throughput, by analyzing faster and more efficiently

the large volume of medical examinations that they daily handle. Less experienced clinicians

could ideally consider the automatically generated captions in order to reduce the probability

of clinical errors [6]. Concept Detection may assist Diagnostic Captioning by detecting key

concepts that need to be mentioned in the draft report. It can also be used to index medical

images by relevant concepts.

1.1. AUEB NLP Group contributions

In this work we present the experiments conducted, as well as the systems submitted as part of

AUEB NLP Group’s participation in this year’s Concept Detection and Caption Prediction tasks.

We experimented with several extensions of our previous work [7, 8, 9, 10, 11] in the Diagnostic

Captioning task, in addition to a number of new approaches influenced by the expeditious

progress of Transformer-based [12] Deep Learning methods in Sequence-to-Sequence (Seq2Seq)

architectures [13] and Large Language Models (LLMs) [14].

Our submissions to the Concept Detection sub-task revolve around two main directions. In

the first one, we employed a Convolutional Neural Network (CNN) encoder in order to obtain

the images’ visual representations, followed by a Feed-Forward Neural Network (FFNN) that

classifies the images into one or more medical concepts. In the second direction, we employed

contrastive learning [15, 16], aiming at bringing the high-dimensional representations of images

and their assigned concepts closer in the vector space. Finally, we experimented with various

ensembles of our proposed systems, either by performing majority voting based on each system’s

predictions or by calculating the intersection and the union of their predicted concepts.

For the Caption Prediction sub-task, our work can be divided into three major directions. The

first one, following our last year’s submissions [11], is a Show and Tell model [17], which more

specifically adopts an architecture that includes a CNN and a Recurrent Neural Network (RNN).

The CNN-RNN architecture still remains competitive, while it also lays the foundations for

further experiments, such as investigating new variants and modified forms [18]. Furthermore,

we implemented an encoder-decoder model, where we employed Transformers for both the

encoder and decoder components. More specifically, we employed a Vision Transformer (ViT)

[19] instance as the image encoder and a GPT-2 [20] decoder in charge of generating the

predicted captions. As our third major direction, we implemented a novel pipeline, where we

used a denoising sequence-to-sequence model on top of the two aforementioned architectures.



We trained our denoising model to rewrite or rephrase the initial draft radiology reports by

providing it with the ground truth captions. Thus, it was able to learn and subsequently correct

the common mistakes of our two base models, resulting in a more fluent and consistent generated

caption.

Extending our history of successful entries [7, 8, 10, 11] in the ImageCLEFmedical campaign,

our submissions ranked 1st
among 10 participating groups in the Concept Detection sub-task

and 3rd
among 13 participating groups in the Caption Prediction sub-task. In Section 2 below,

we provide insight into this year’s dataset, followed by a discussion of our methods in Section 3.

In Section 4, we present our experimental results for each sub-task. Finally, in Section 5 we

summarize our findings and suggest directions for future research.

2. Data

In this year’s edition of the ImageCLEFmedical Caption task, a dataset consisting of 71,355
biomedical images along with their respective medical concepts, in the form of UMLS [21]

terms,
2

and diagnostic captions was provided. The set was originally split by the organizers into

training and validation subsets. Following the previous years’ campaigns, the dataset constitutes

an updated and extended version of the Radiology Objects in Context (ROCO) dataset [22],

which originates from a range of biomedical articles available in the PubMed Central Open

Access (PMC OA) subset
3
.

The dataset, common for both sub-tasks, comprised images of different modalities (i.e., X-Ray,

Computed Tomography), although no further insight was provided regarding the different types

of images included. Concept Detection is a multi-label classification problem covering a broad

range of 2,125 distinct biomedical concepts, originating from the Unified Medical Language

System (UMLS) [21], whereas caption prediction aims at open-ended generation of diagnostic

texts for the medical images. After merging the provided training and validation data, we

split them into three subsets, holding out a development (private test) subset for evaluation

purposes. We followed a 75%-10%-15% split, keeping relatively equal data distributions in all

three subsets. We confirmed it by comparing the concepts distribution between the subsets.

Thus, we considered 53,516 images as our training data, 7,135 images as our validation set,

while the remaining 10,704 images constituted our held-out development set. Moreover, an

official test set, consisting of 10,473 images was shared. All of our submissions were evaluated

based on their performance on the official test set.

2.1. Concept Detection

Regarding the Concept Detection sub-task, a set of one or more medical concepts were originally

assigned to each radiology image. The concepts are offered in the form of Concept Unique

Identifiers (CUIs) in accordance with the Unified Medical Language System (UMLS) [21]. For ex-

ample, the biomedical concept “Pericardial Effusion” is associated with the CUI term “C0031039”.

Each concept is retrieved from the image’s corresponding diagnostic caption in order to be

2
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employed as the training target. Some examples of images and their corresponding ground

truth concepts can be found in Figure 1.

CUI: C0041618
UMLS Term: Ultrasonography
CUI: C0238207
UMLS Term: Ectopic Kidney
CUI: C0030797
UMLS Term: Pelvis

CC BY [Khougali et al. (2021)]

(a)

CUI: C1306645
UMLS Term: Plain X-Ray

CUI: C0039985
UMLS Term: Plain Chest X-Ray

CC BY [Kaler et al. (2018)]

(b)

CUI: C1306645
UMLS Term: Plain X-Ray

CC BY [Uddin et al. (2012)]

(c)

Figure 1: Three example images from the ImageCLEFmedical2023 [2] dataset, along with their corre-

sponding CUIs and UMLS terms [21].

The dataset contains 2,125 distinct biomedical concepts. It is highly imbalanced in terms of

concepts, as there are some that appear more than 20,000 times, while others are assigned to

only 4 or 5 images. Figure 2 below illustrates the dataset’s long-tail distribution (left plot) by

plotting the number of each concept’s appearances in descending order against its index (class

index). Furthermore, after performing a thorough exploratory analysis of this year’s dataset, we

observed that some concepts were more common, while also representing a greater category of

medical examinations, such as X-Ray or Ultrasonography. Besides, we observed that the vast

majority of the images is associated with one of these concepts, in addition to the rest, more

specific concepts. Based on this observation, we decided to explore the potential of a multi-task

classification model based on a shared backbone encoder, which will be described in Section 3.

Table 1 shows the ten most common concepts that occur in the dataset. We were able

to partition the data into four main modalities; Computed Tomography Scan (CT), X-Ray,

Magnetic Resonance Imaging (MRI) and Ultrasonography, based on the corresponding concept’s

appearances. Later on, these modalities became the central focus of our work, mainly in the

Concept Detection sub-task. The maximum and minimum number of concepts assigned to a

single image are 32 and 1, occurring in 1 and 7,109 images respectively. The average number of

assigned tags per image is 3.74. The aforementioned observations are outlined in the histogram

in Figure 2b.



Table 1
The ten most common concepts (CUIs) and corresponding UMLS term found in the ImageCLEFmedi-

cal2023 dataset, along with the number of images they are associated with.

Most common concepts
Position CUI UMLS Term Images

1 C0040405 X-Ray Computed Tomography 24695

2 C0024485 Magnetic Resonance Imaging 11554

3 C0041618 Ultrasonography 9949

4 C0817096 Chest 8199

5 C1999039 Anterior-Posterior 7153

6 C0449900 Contrast used 5854

7 C0002978 Angiogram 4707

8 C0037303 Bone structure of cranium 3456

9 C0039985 Plain chest X-ray 3451

10 C0000726 Abdomen 3368
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Figure 2: (a) Visualization of the data’s long-tail distribution. The 𝑦-axis shows the number of

appearances for each tag, and the 𝑥-axis the tag’s class index. (b) Histogram with 20 fixed-size bins

(horizontal axis) depicting the number of gold tags per image.

2.2. Caption Prediction

In the Caption Prediction sub-task, the images are accompanied by a diagnostic caption that

expresses the medical conditions present in the image. There are 71,355 captions across the

whole dataset, one for each provided image. Similarly to last year’s campaign, the vast majority of

the captions, specifically 99.46% (70,974 out of 71,355 captions) are unique. This is an important

differentiation from previous versions of this task, where this percentage was significantly

lower [11]. Consequently, typical retrieval methods based on nearest neighbours search [23]



are not so efficient this year, including extended variations with weighting mechanisms relying

on the cosine similarities of the retrieved images [24]. Therefore, more elaborate captioning

methods are needed.

We found out that the maximum number of words in a single caption is 315 (occured once),

while the minimum is 1 (encountered 134 times). The average caption length is 16.04 words.

These statistics refer to the dataset as a whole, but we have carefully checked that they remain

consistent in all three subsets. The five most common captions, as well as the ten most popular

words, after excluding the stopwords, can be found in Tables 2 and 3 respectively. In Figure 3,

we provide a histogram, as well as a box-plot, both showing that most of the captions do not

exceed 100 tokens.
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Figure 3: (a) Histogram that visualizes the captions’ length distribution. The 𝑦-axis contains the

number of images that fall into each bin, while the 𝑥-axis contains the number of words included in the

caption. (b) Box-plot over the same distribution, which highlights the outliers in the range of 100 to 200

words.

Table 2
The five most common captions found in the ImageCLEFmedical2023 dataset alongside the number of

images they are associated with.

Most common captions
Position Caption Occurences

1 Initial panoramic radiograph. 38

2 Final panoramic radiograph. 36

3 Chest X-ray. 18

4 Chest radiograph. 16

5 Preoperative CT scan. 9



According to the organizers [2], each caption is pre-processed before evaluated in the follow-

ing manner:

• The caption is converted to lower-case.

• Numbers are replaced by words, e.g., number 10 becomes “ten”.

• Punctuation is removed.

Table 3
The ten most common words and their frequencies in the ImageCLEFmedical2023 dataset, after removing

stop-words.

Most common words (excluding stop-words)
Word showing right left ct image chest scan computed tomography shows

Occurences 19904 16163 16008 13187 9148 8761 8342 8013 7822 7775

Unlike last year’s campaign [11], we decided to perform experiments while both adopting

and ignoring the pre-processing procedure during training, taking into consideration that this

year stop-words were not removed during pre-processing by the organizers. Removal of the

stop-words could potentially lead to distortion of important words in either the predicted or

the ground truth captions.

3. Methods

In this section, we present the methods we used in our submissions for both the Concept

Detection and the Caption Prediction sub-tasks.

3.1. Concept Detection

Our submissions in this year’s Concept Detection sub-task are based on three groundwork

systems. First, following our previous work [7, 8, 10, 11], we thoroughly experimented with a

CNN+FFNN system, as well as a multitask classifier with a more complex, yet similar archi-

tecture. Moreover, we implemented a contrastive learning retrieval-based classifier, using it

as a standalone system as well as combining it with the best performing CNN+FFNN system.

Additionally, we made several submissions using ensembles (majority, union and intersec-

tion-based) of the three aforementioned systems, as they achieved higher performance on the

primary evaluation metric of the task in our held-out development set.

3.1.1. CNN+FFNN

Our first system utilizes a CNN encoder backbone, followed by an FFNN classification head

that employs one or more hidden layers. The image features that represent the visual input are

extracted from the last convolutional layer of the CNN. Then, a global pooling layer is used in

order to acquire the final feature vector. We experimented with three global pooling strategies;

max, average and Generalized-Mean (GeM) global pooling [25], which all resulted in enhanced



performance compared to no pooling scheme. Max pooling retrieves the maximum value of

each feature map, while average pooling computes the respective mean value [26]. In addition,

GeM pooling is a generalized version of both the max and average pooling strategies [25].

Specifically, given an input image, the CNN encoder outputs a three-dimensional tensor 𝑋
of shape 𝐻 × 𝑊 × 𝐾 . 𝐾 denotes the number of channels (feature maps), while 𝐻 and 𝑊
represent the image’s height and width. Let 𝑋𝑘 be a feature map, hence equal to 𝐻𝑘 × 𝑊𝑘

for 𝑘 ∈ [1, 2, . . . ,𝐾], and 𝑚, 𝑎, 𝑔 be the max, average and GeM pooling functions respectively.

The pooling layer’s output for input 𝑋𝑘 is a single value 𝑣𝑘 that can be computed based on

Equations 1, 2, and 3, hereunder, depending on the pooling strategy employed:

𝑣
(𝑚)
𝑘 = 𝑚(𝑋𝑘) = max

𝑥∈𝑋𝑘

𝑥 (1)

𝑣
(𝑎)
𝑘 = 𝑎(𝑋𝑘) =

⎛⎝ 1

|𝑋𝑘|
·
∑︁
𝑥∈𝑋𝑘

𝑥

⎞⎠ (2)

𝑣
(𝑔)
𝑘 = 𝑔(𝑋𝑘) =

⎛⎝ 1

|𝑋𝑘|
·
∑︁
𝑥∈𝑋𝑘

𝑥𝑝𝑘

⎞⎠ 1
𝑝𝑘

(3)

GeM pooling is equivalent to max pooling when 𝑝𝑘 → ∞, and equivalent to average pooling

when 𝑝𝑘 = 1 [25]. The hyperparameter 𝑝𝑘 can either be trained by integrating it in the

network’s training process, or be manually initialized beforehand.

The FFNN component, consisting of multiple hidden and dropout [27] layers, classifies the

image into one or more concepts. The network’s output layer consists of |𝐶| neurons, where 𝐶
is the set of the unique concepts in the dataset and is featured with sigmoid activation gates in

order to squash the neurons’ values between 0 and 1, hence transforming them into probabilities.

We therefore end up with one probability per label and if it exceeds a specific threshold value

𝑡, then the corresponding concept is assigned to the image. The threshold (same value for all

concepts) was selected by performing a grid search in the range (0.1, 0.7) on our validation

set aiming to optimize the competition’s primary metric, the 𝐹1 score. Our model was trained

by minimizing the binary cross-entropy loss, treating each concept as a binary classification

problem. Moreover, we used the Adam [28] optimizer, as well as a linear decreasing learning

rate strategy and early stopping based on our validation set loss with patience equal to 3. We

do not exploit the validation set for our final model since there is no guarantee that the same

number of epochs is the best when using all training data and it has been previously observed

that "the gain of re-training the model after merging all the splits is almost negligible" [29]. We

experimented with various initial learning rates (e.g., 1𝑒− 3, 1𝑒− 4) and decreasing factors

(e.g., 0.1, 0.05) using random search.

3.1.2. CNN+FFNN-based Multi-task Classifier

Our second system adopts the CNN+FFNN architecture described in the previous section and

utilizes it in a multi-task fashion. We observed that some of the medical concepts were more

common and represented generic medical terms (see also Section 2). This observation led



us into experimenting with a multi-task classification model composed of a shared encoding

backbone and two task-specific classification heads. The first head corresponds to a single-label

classification task (Modality prediction), while the second one to a multi-label classification

problem (Modality-specific concepts prediction). An overview of the system’s architecture can be

found in Figure 4.

The first head is in charge of classifying the image into one out of five candidate classes; the

four main modalities (namely X-Ray, Computed Tomography, Magnetic Resonance Imaging

and Ultrasonography) or none of them. Concurrently, the second head performs multi-label

classification on the image features excluding the main modality tags, attempting to identify the

rest of the concepts present in the image. The intuition behind this method is that, through the

aggregated loss, the shared backbone will be driven to learn optimized image representations

suitable for both tasks.

…

Modality-specific 
Tag

Input 
Layer

Shared backbone
Task-specific Layers

Task-specific 
Predictions

Modality Tag

Figure 4: Illustration of our CNN+FFNN-based Multi-task classifier architecture.

Moreover, we stay consistent with our first system and use multiple hidden and dropout

[27] layers. The Modality Prediction head consists of five neurons on the output layer, one for

each modality (including the “None” option), featured with a Softmax activation function. It

was trained by attempting to minimize the categorical cross-entropy loss. On the other end,

the Modality-specific classification head’s output layer consists of |𝐶| − 4 neurons (where |𝐶|
denotes the overall number of possible concepts) alongside a sigmoid activation gate, and is

trained by minimizing the binary cross-entropy loss. Both components’ learning rates were

initialized at a relatively low value, swiftly increased to a pre-defined maximum and then slowly

decreased until the end of the optimization process. This strategy is shown to preserve training

stability and minimize the degree of divergence in the network’s parameters, especially in the

deeper layers [30].

The entire network, composed of the shared backbone encoder and the two task-specific

classifiers, is trained based on the aggregated loss that derives from the two FFNN components.

Specifically, let ℒ be the network’s loss, 𝐶𝐶𝐸
loss

be the single-label classifier’s loss, and finally



𝐵𝐶𝐸
loss

be the multi-label classification component’s loss. The total loss is equal to:

ℒ = 𝛾 · 𝐶𝐶𝐸
loss

(𝑦
single

, 𝑦
single

) + (1− 𝛾) ·𝐵𝐶𝐸
loss

(𝑦
multirest

, 𝑦
multirest

), 0 < 𝛾 ≤ 1 (4)

where 𝛾 is initialized to 0.5 and can either stay fixed or be automatically adapted during training.

In the case where 𝛾 is adaptive, we used the following approach. At the end of each epoch, if

the total loss is increased compared to the previous epoch, we proceed to examine the partial

task-specific losses. If only the 𝐶𝐶𝐸
loss

increased, then we increase 𝛾 by a pre-defined factor

(e.g., 10%), aiming to put more emphasis on reducing the 𝐶𝐶𝐸
loss

throughout the next epoch.

The same procedure is followed vice versa regarding the 𝐵𝐶𝐸
loss

. In case both losses increased,

then we slightly adjust 𝛾 either upwards or downwards, depending on which loss increased

more. Moreover, even if the total loss decreased, we still attempt to optimize the losses’ weights.

To do so, we modify 𝛾’s value, in accordance with which loss decreased more between the two.

We either increase or decrease it aiming to place greater emphasis on the component with the

less decreased loss.

3.1.3. Contrastive Learning-based Tagger

This system is based on the idea proposed by CLIP [16], which is a framework based on multi-

modal learning. CLIP employs a contrastive learning objective and jointly trains an image

encoder and a text encoder to predict the correct pairings of (image, text) examples. The

(bidirectional) constrastive objective aims at bringing the representations of true pairings closer

in the vector space, while pushing the representations of mismatching pairs far away.

Based on this approach, we formulate a similar training procedure where we utilize the

available (image, concepts) pairs instead. We again use an image encoder and a text encoder

based on BERT [31]. The encoders are trained to map the image representations and their gold

concepts representations to nearby points in a joint representation space (see Figure 5). We

compute the embeddings of the 2,125 concepts using the text encoder before training and treat

them as trainable variables, which we update instead of updating the text encoder’s parameters.

We use a bidirectional temperature-scaled version of the binary cross-entropy function as the

training objective with the images-concepts similarity matrix 𝑆 ∈ R𝑛×|𝐶|
(computed via the

dot product of the respective embeddings in a batch of 𝑛 images) as the logits (see Eq. 5). The

goal is to maximize the similarity of the image embeddings with the embeddings of the gold

truth concepts assigned to each image.

ℒCLIP(𝑦multi
, 𝑆) =

𝐵𝐶𝐸(𝑦
multi

, 𝑆/𝜏) +𝐵𝐶𝐸(𝑦𝑇
multi

, 𝑆𝑇 /𝜏)

2
(5)

where 𝜏 is the temperature hyper-parameter.

During inference, given an image, we compute the similarities between its embedding

and the |𝐶| concepts and assign to it the top-𝑘 most similar concepts. We select to learn

the 𝑘 parameter using the following scheme: we create a dataset 𝒟′ = {s𝑖, 𝑐𝑖}𝑁𝑖=1 where

s𝑖 = [𝑠𝑖1, . . . , 𝑠𝑖|𝐶|] is the vector that contains the similarities of the embedding of the 𝑖-th
image with each embedding of the |𝐶| concepts and 𝑐𝑖 is the number of concepts assigned to

this image. Using 𝒟′
, we train a Multi-Layer Perceptron (MLP) regressor in order to predict the
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Figure 5: Overview of our CLIP-based approach. For each batch of 𝑛 images, we compute the

embeddings for 𝑚 = |𝐶| concepts (and the 𝑛 images) and aim to maximize the red-colored similarity

values which correspond to the similarities between each image and its gold truth concepts. Figure

adapted from [16].

number of assigned concepts (𝑐𝑖) of the 𝑖-th image based on its similarity vector with the |𝐶|
concepts. Thus, we feed this network image-concepts similarities and it outputs a number 𝑘 as

the expected assigned concepts for this image.

We also used this system with an ensemble-like design together with a FFNN. In the system

described above, we added a trainable FFNN classifier which was fed the image embeddings from

the CNN encoder. These same embeddings were also used in the calculation of the similarity

matrix. The final output logits were formed by interpolating the classifier’s logits 𝐿𝑐 ∈ R𝑛×|𝐶|

and the similarity matrix 𝑆: 𝐿𝑆𝑐 = 𝜆 · 𝜎(𝐿𝑐) + (1− 𝜆) · 𝜎(𝑆), where 𝜆 is a trainable parameter

and 𝜎 is the sigmoid function. Additionally, the system was trained using both the ℒCLIP and

the standard binary cross entropy loss 𝐵𝐶𝐸
loss

:

ℒ
ensemble

(𝑦
multi

, 𝐿𝑆𝑐) =
ℒCLIP(𝑦multi

, 𝐿𝑆𝑐) +𝐵𝐶𝐸
loss

(𝑦
multi

, 𝐿𝑆𝑐)

2
(6)

3.2. Caption Prediction

Our submissions in the Caption Prediction sub-task again revolve around three main systems,

two of which follow an encoder-decoder approach. The first one utilizes a CNN as the encoder



and an RNN as the decoder, while the second one is Transformer-based, employing a ViT [19] as

the encoding unit and OpenAI’s GPT-2 [20] as the decoding unit. Furthermore, we implemented

a sequence-to-sequence [13] denoising component, which when employed on top of the two

aforementioned systems forms a novel captioning pipeline.

3.2.1. CNN-RNN

Our first system is based on the CNN-RNN encoder-decoder [17] method, which employs a

CNN encoder and an RNN decoder that generates the caption.

In Figure 6, we present a high-level overview of the system’s architecture. The CNN encoder

is responsible for extracting image representations, which are then passed to the decoder.

The RNN decoder has been implemented with Gated Recurrent Units (GRU cells) [32] and

concatenates the encoded visual features with the hidden states of its encoding cells. At each

recurrent step, the previous GRU cell’s state, which contains knowledge about the extracted

visual features and the part of the caption that has been generated so far, is passed alongside the

previously generated word as an input to the current GRU cell. Afterwards, the GRU output is

passed to an MLP component that yields a probability distribution over the model’s vocabulary

words and the one with the highest probability is selected as the sentence’s next token. This

recurrent process terminates once a special token, denoting the end of the generated sequence,

is predicted. The model is trained by attempting to maximize the likelihood of the provided

ground truth caption given a visual instance [17].
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Figure 6: An overview of our CNN-RNN system’s architecture. 𝑊𝑒 denotes a word embedding matrix,

while 𝑂𝑈𝑇𝑖 represents a 1-hot vector of the previously generated word. Figure adapted from [17].



Following the pre-processing steps of Show&Tell [17], we first added two special tokens in

each training caption, a <start of sequence> and an <end of sequence> token. Next, we created

the model’s vocabulary by keeping all words that appeared at least 4 times throughout the

training set, replacing the out-of-vocabulary (OOV) words with the <UNK> special token. We

experimented with multiple maximum length values ranging from 40 to 120 tokens, unlike our

last year’s submission [11], where we had used a fixed maximum length of 40 tokens based on

preliminary experiments.

As far as the decoding method is concerned, we ran experiments using both greedy and beam

search decoding [33]. In the former option, we selected the word with the highest probability

yielded by the MLP component at each step, while in the latter case we would search for the

most probable sequences of tokens, by maintaining and updating a set of the 𝑛 best candidates

at each decoding step. The selection of these candidates is based on the likelihood of each

path being the correct choice. It is calculated as the sum of the log probabilities of the so far

generated sequence’s tokens. Greedy decoding can be considered as a special case of beam

search decoding, when the beam size is equal to one (𝑛 = 1). We experimented with numerous

values for the beam size 𝑛, specifically 𝑛 ∈ {2, 3, 5}. Overall, beam search decoding resulted in

better performance than following the greedy choice at each step.

3.2.2. ViT-GPT2

Our second system for the Caption Prediction sub-task is also based on the encoder-decoder

framework, only that in this case we employed Transformer-based encoders and decoders.

Influenced by the expeditious progress in the domain of Large Language Models (LLMs), as

well as the impressive performance that these systems are able to achieve in NLP and Speech

Recognition tasks, we decided to create a pipeline where Transformers are also utilized for

computer vision [34].

The encoding component of our model, which is responsible for extracting the feature

representation of a given image, consists of a Vision Transformer (ViT) [19] instance loaded

from a pre-trained checkpoint. Regarding the decoding component, we employed GPT-2 [20],

an open source, autoregressive LLM that achieves notable results in numerous text generation

tasks. We also experimented with its distilled version (distilGPT2) as it is considered to be more

time efficient with little to no decrement in performance [35]. However, we preferred to use the

GPT-2 base version, as it performed better in preliminary experiments.

GPT-2 [20] is an autoregressive decoder-only model that is composed of a stack of 12 Trans-

former decoder blocks. Each one of these blocks sequentially processes the visual representation

of the image, obtained by the image encoder, and the so far generated tokens. Following the

last decoder block, a dense linear layer followed by a Softmax activation function is in charge

of yielding a probability distribution over the model’s vocabulary, and thus predict the next

generated token. The process described so far forms a single decoding step. A vector contain-

ing the word embedding of each step’s output, concatenated with its positional embedding is

autoregressively fed to the bottom decoder block. This gradual, step-wise generation procedure

is repeated until a special token, which denotes the end of the generated sequence, is predicted.

We experimented with multiple decoding strategies; namely greedy decoding, beam search

decoding (as described in Section 3.2.1), as well as top-𝑘 and nuclear sampling [33, 36]. Both



beam search decoding and the two sampling methods achieved equally competitive performance.

In addition, we followed the same pre-processing steps that we have previously described.

3.2.3. 2xE-D: Captioning Model + Seq2Seq denoiser

Our third system is a denoising model, which we employ on top of the two aforementioned

caption prediction systems (see Sections 3.2.1 and 3.2.2) resulting in a novel captioning pipeline.

The model is trained on the captions output by our two basic systems and the corresponding

ground truth captions, in order to improve readability. Both the original generative pipeline and

the denoising component feature an encoder and a decoder. Hence, we call this system 2xE-D,

where E-D denotes the encoder-decoder architecture. For the denoising part, we experimented

with two prominent sequence to sequence architectures, BART [37] and T5 [38].

BART is a denoising autoencoder which is trained by reconstructing text that has been

distorted by an arbitrary noise function [37]. It constitutes of a bidirectional encoder and a

left-to-right autoregressive decoder. The denoising autoencoder is pre-trained on a series of

tasks, which have been altered by one or more of the following corruption processes applied

stochastically to the input sequences:

• Random token masking.

• Random token deletion.

• 𝑘-random tokens masking (employing a single masking token).

• Sentence permutation.

• Document rotation.

In detail, we intended to employ an instance of BART on a task similar to the one that it

has been originally pre-trained on. We started off from a pre-trained BART checkpoint and

fine-tuned it by providing the intermediate captions as input and the respective ground truth

captions as the target text. We utilized the large version of the model, which contains 12

bidirectional encoder blocks and an equal number of decoder blocks. Table 4 shows three

captions; the provided ground truth, the CNN-RNN generated one, and its revised version

generated by our Seq2Seq denoising model. The denoiser was able to correct part of the initial

generated caption, as it successfully revised the existing medical condition from “a mass” to “a

lesion” and also accurately re-addressed the point of contention from “a liver lobe” to “a hepatic

lobe”. Moreover, it chose to state “Computed Tomography” as its abbreviation (“CT”), which is

a common tactic in diagnostic reports [39].

Extending this idea, we decided to fine-tune BART in a larger collection of noisy and denoised

caption pairs. Therefore, we implemented a noise-insertion function, in accordance with the

aforementioned noise transformations that BART is pre-trained on [37], and applied it to our

training ground truth captions. In this way, we created an alternative text-to-text training set,

consisting of (noisy - ground truth) caption pairs. We once again fine-tuned a pre-trained BART

instance on the newly created dataset in order to build a ClinicalBART model, hoping it would

acquire extended knowledge of the biomedical domain, and therefore generate more medically

fluent text sequences.

Furthermore, we also experimented with T5, another encoder-decoder model pre-trained in

a series of both supervised and unsupervised tasks [38], including denoising tasks. Last but



not least, we were granted access to ClinicalT5 through PhysioNet
4
. ClinicalT5 is a biomedical

version of T5, pre-trained on the MIMIC-III dataset [40]. We further fine-tuned ClinicalT5

similarly to BART, in order to rephrase the intermediate captions produced by the CNN-RNN

model (see Section 3.2.1) to approximate the gold ones.

Table 4
Comparison between the caption generated from our CNN-RNN model, its BART-generated rewritten

version (denoted as BART@CNN-RNN) and the ground truth diagnosis.

Generated captions comparison
Ground Truth Full-body CT scan showing hepatic lesions.

CNN-RNN computed tomography scan of the abdomen and pelvis showing a mass

in the right lobe of the liver

BART@CNN-RNN CT scan of the abdomen and pelvis showing a large cystic lesion in the

right hepatic lobe

4. Experiments, Submissions and Results

In this section, we provide details and insight into our experiments regarding this year’s

campaign [2]. Moreover, we share details about our submissions and the scores achieved in our

held-out development set, as well as the official test set of the competition for both sub-tasks.

4.1. Concept Detection

In the Concept Detection sub-task, we submitted our nine best performing models, after evalu-

ating them on our held-out development set. We submitted a single instance of our CNN+FFNN

model (see Section 3.1.1) and two instances of our Contrastive learning-based tagger (hencefor-

ward ContrastiveTagger, see Section 3.1.3). The rest of our submissions were ensemble systems.

We investigated the combination of the predictions of two or more instances by calculating

the union or the intersection of their predicted concept sets. We also experimented with

a majority voting rule. That is, given an ensemble system consisting of 𝑛 models, a concept

is assigned to the image if at least
𝑛
2 + 1 models predicted it. All of our submitted ensemble

systems were combinations of our CNN+FFNN and CNN+FFNN-based multi-task classifiers

(henceforward MultiTask-CNN+FFNN ).

This year’s primary evaluation metric for the Concept Detection sub-task was the 𝐹1-score

between the predicted and the ground truth captions. It is calculated as the sum of the 𝐹1-score

for each test image, divided by the total number of test images. Each partial score is calculated

between the binary multi-hot candidate vector and the corresponding ground truth vector.

Precisely, let 𝐹1 be the overall 𝐹1-score, and 𝑓1̂ be the individual 𝐹1-score for every test image.

Moreover, let 𝑝𝑡 and 𝑔𝑡 be the predicted and ground truth concepts for an image 𝑡. Finally, let 𝑇
denote the test set. Then, 𝐹1 is computed as:

4
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𝐹1 =
1

|𝑇 |
∑︁
𝑡∈𝑇

𝑓1̂ (𝑝𝑡, 𝑔𝑡) (7)

Moreover, a secondary evaluation metric was calculated that only included manually validated

concepts, such as anatomy, topography and modality [2].

In the case of our first two systems (CNN+FFNN, MultiTask-CNN+FFNN ), and specifically

regarding their backbone component, we experimented with a wide range of CNN encoders.

Namely, we trained the two networks using state-of-the-art CNN architectures, like EfficientNet

[41], DenseNet [42] and ResNet [43]. In addition, we extended the CNN experimental range

compared to our previous participations, by utilizing MobileNet [44], InceptionNet [45] and

CheXNet [46]. We also experimented with Vision Transformers (ViT) [19], as well as older CNN

encoders like VGG [47] and AlexNet [48]. However, they were not included in our submissions

as they did not provide competitive results. These were either pre-trained on ImageNet [49] or

were trained with uniformly initialized weights.

Table 5
Summary of our individual experiments (no ensembles included) in the ImageCLEFmedi-
cal2023 Concept Detection sub-task. The table contains the best scores that our systems achieved in

our held-out development set for each method.

Individual Concept Detection Experiments
ID Method Development
cd1 EfficientNetB0@CNN+FFNN 0.5173
cd2 DenseNet121@CNN+FFNN 0.5152

cd3 EfficientNetB0v2@CNN+FFNN 0.5151

cd4 MobileNet@CNN+FFNN 0.5128

cd5 InceptionNetv3@CNN+FFNN 0.5127

cd6 ResNet101@CNN+FFNN 0.5116

cd7 DenseNet169@CNN+FFNN 0.5093

cd8 CheXNet@CNN+FFNN 0.4910

cd9 ViT@CNN+FFNN 0.4776

cd10 EfficientNetB0@MulTitask-CNN+FFNN 0.4802

cd11 DenseNet121@MultiTask-CNN+FFNN 0.4792

cd12 ContrastiveTagger N/A

cd13 MultitaskContrastiveTagger 0.5080

As expected, the model instances pre-trained on ImageNet [49] performed better than the

randomly initialized ones in terms of the corresponding 𝐹1 score. The training loss converged

faster, despite the fact that biomedical images like the ones we deal with, come from a different

domain compared to ImageNet’s training set. Moreover, CNN backbones outperformed ViT,

which is in line with previous observations that they typically outperform other architectures

such as ViT and Hybrid-ViT in classification and semantic segmentation for generic images [50],

as well as classification of biomedical images [29, 5]. EfficientNetB0 [41] and DenseNet-121 [42]

were the two best performing ones for both systems in terms of the primary evaluation metric

(Equation 7).

We also experimented with freezing some of the encoder’s layers, in order to speed up the



training process and also prevent their weights from being modified, in an effort to preserve the

model’s already acquired knowledge [51] and potentially prevent catastrophic forgetting [52].

However, our experiments showed that training the whole network resulted in higher 𝐹1 score,

while the speed up in terms of training time was not large enough in order to trade off the

higher performance levels obtained by a fully-trainable network. Moreover, we experimented

with data augmentation techniques [53] (i.e, random rotation, random cropping) during the

loading of each image, but they did not provide any significant improvement in the system’s

performance.

Table 6
Summary of our submissions in the ImageCLEFmedical2023 Concept Detection sub-task. The

table contains the scores that our systems achieved in our held-out development set and the official test

set, along with rankings among all the systems submitted from 10 participating teams. The annotation

@U denotes a union ensemble, @UoI indicates a union of intersection ensemble, while the * symbol

means that the corresponding submission was late, and therefore is not ranked.

AUEB NLP Group -Submission Table

ID Run ID Approach Primary F1 Secondary F1 RankDev Test
cd15 4 3xCNN+FFNN@U - (cd1, cd2, cd3) 0.5224 0.5222 0.9258 1
cd16 8 2xCNN+FFNN@UoI - (cd15, cd17) 0.5223 0.5220 0.9276 2

cd17 2 3xCNN+FFNN@U - (cd1, cd2, cd4) 0.5223 0.5218 0.9220 3

cd18 7 2xCNN+FFNN@U - (cd1, cd2) 0.5217 0.5212 0.9277 4

cd19 6 Union Ensemble of cd1, cd2, cd10 0.5214 0.5208 0.9154 5

cd20 3 3xCNN+FFNN@U - (cd2, cd3, cd4) 0.5221 0.5207 0.9234 6

cd21 5 3xCNN+FFNN@U - (cd1, cd2, cd5) 0.5216 0.5188 0.9194 7

cd22 1 EfficientNetB0@CNN+FFNN - (cd1) 0.5216 0.5174 0.9306 8

cd23 10 ContrastiveTagger - (cd12) N/A 0.4423 0.8112 30

cd24 11 MultiTaskContrastiveTagger - (cd13)* 0.5080 0.5092 0.9112 -

Furthermore, we observed that despite the relatively high performance in terms of the primary

evaluation metric, our models were not able to achieve satisfactory results in the prediction

of the under-represented concepts. In other words, the high 𝐹1-score levels were due to the

system’s good performance in the common concepts (see Table 1), rather than to an overall

classification ability. In an attempt to tackle this behaviour, we experimented with training

a different instance of our CNN+FFNN classifier for each one of the four main modalities, in

hopes that each classifier would be able to excel at some modality-specific characteristics. The

results were mixed; two of the modality classifiers (X-Ray and MRI) were able to achieve almost

30% increase in their performance, while the other two performed even worse compared to

the original version of the model. Overall, this approach did not manage to achieve more

competitive results.

In Table 5, we list all the methods we experimented with during our participation in this

year’s Concept Detection sub-task, along with the best score achieved in our development set

for each one of the methods, as we experimented with numerous configurations (i.e. learning

rate scheduler, number of hidden layers). To facilitate easier referencing in the rest of this

section, we assign a unique ID to each method in the first column of Table 5. Moreover, in Table



6, we present an overview of our nine valid submissions regarding the Concept Detection task.

We include each method’s performance on the primary 𝐹1-score in both the development and

test subset, as well as the official results regarding the secondary evaluation metric. The last

column contains the rank of our systems across all the task’s submitted runs.

Our team officially ranked 1st
among 10 participating research groups in terms of the primary

evaluation metric. Our best performing model was a union ensemble consisting of three

instances of our CNN+FFNN system, where three different encoding backbones were used;

EfficientNetB0 [41], EfficientNetB0v2 and DenseNet121 [42]. Furthermore, we ranked 2nd in the

secondary evaluation metric by employing a single CNN+FFNN instance, using EfficientNetB0

[41] as the image encoder.

4.2. Caption Prediction

In the Caption Prediction sub-task, we also submitted nine systems, which were selected after

evaluating them on our development set. We submitted two instances of our CNN-RNN encoder-

decoder (see Section 3.2.1) and two instances of our Transformer-based ViT-GPT2 model (see

Section 3.2.2). The difference between each model’s submissions lays in the number of beams

used during the beam search decoding. We submitted instances where the beam size was equal

to three and five, and therefore denote them as CNN-RNN-BS3, CNN-RNN-BS5, ViT-GPT2-BS3
and ViT-GPT2-BS5. In addition, we submitted five instances of our Seq2Seq denoising system

employed on top of the four aforementioned submissions. The denoising models utilized were

T5 [38], ClinicalT5, BART [37], as well as ClinicalBART (BART-large further pre-trained in

ImageCLEF captions, see Section 3.2.3).

In this year’s campaign, BERTscore [54] was used as the primary evaluation metric, in contrast

to last year that used BLEU [55]. ROUGE-1 [56] constitutes the secondary evaluation metric.

Unlike BLEU and ROUGE-1, BERTscore [54] offers a more contextual evaluation system, as it

leverages BERT’s [31] word embeddings and attempts to compute the semantic affinity between

the words of the predicted and ground truth captions based on their cosine similarity.

Table 7
Summary of our submissions in the ImageCLEFmedical2023 Caption Prediction sub-task. The

table contains the scores that our systems achieved in our held-out development set and the official test

set, along with rankings among all the captioning systems submitted from 13 participating teams.

AUEB NLP Group - Submission Table

ID Run ID Approach BERTscore ROUGE-1 RankDev Test Dev Test
cp1 2 BART@CNN-RNN-BS3 0.6141 0.6170 0.2111 0.2130 7
cp2 3 ClinicalBART@CNN-RNN-BS3 0.6118 0.6147 0.2123 0.2143 10

cp3 4 ClinicalT5@CNN-RNN-BS3 0.5923 0.6098 0.2146 0.2188 19

cp4 1 CNN-RNN-BS3 0.6046 0.6064 0.2249 0.2273 27

cp5 8 BART@CNN-RNN-BS5 0.6043 0.6058 0.1881 0.1884 29

cp6 9 CNN-RNN-BS5 0.5933 0.5960 0.2146 0.2155 35

cp7 6 BART@ViT-GPT2-BS5 0.5861 0.5879 0.1711 0.1708 38

cp8 7 ViT-GPT2-BS5 0.5703 0.5629 0.1787 0.1682 51

cp9 5 ViT-GPT2-BS3 0.5421 0.5416 0.1697 0.1682 65



Regarding our CNN-RNN model, we relied on our last year’s experiments and only adopted

the encoding architectures that performed best; EfficientNetB0 [41] and DenseNet121 [42]. The

encoder extracted the image representations, which we stored, before feeding them to the RNN

decoding unit. We experimented with retrieving the image features from either a pre-trained

CNN instance or the encoding unit of our best performing CNN+FFNN classification model,

in hopes that it has learned to generate quality biomedical image representations through the

training procedure. An interesting research point would be to try to train the CNN and the RNN

encoder concurrently. Overall, the CNN-RNN encoder decoder achieved decent performance in

the BERTscore [54] metric and, as in our last year’s participation [11] noteworthy scores in the

ROUGE-1 [56] evaluation metric.

Our ViT-GPT2 model did not yield the expected results. We experimented with numerous

configurations, like higher or lower learning rate along with scheduling techniques, increased

generation penalty, as well as data augmentation. Specifically, we transformed each image

on the fly, during the loading process. We first rotated it by an angle of 30 degrees towards a

random direction and then resized it to 224× 224× 3 pixels, which is the size that we selected

to employ for every image. In this way, a slightly different view of the same image was passed

to the encoding component in each epoch aiming to increase the data variety, improve the

model’s robustness, as well as prevent it from quickly overfitting [53].

Our best submission, which managed to rank 7th
out of 70 submitted systems, was the 2xE-D

model, which is comprised of one of the aforementioned captioning models and a subsequent

denoising component. Specifically, the instance that used BART outperformed the three other

denoising models; T5 [38], ClinicalT5 and ClinicalBART (see section 3.2.3). We also experimented

with multiple configurations, as well as decoding schemes. In this case, beam search decoding

outperformed both nucleus and top-𝑘 sampling [33, 36] in multiple preliminary experiments.

Table 8
Summary of our submissions regarding the Caption Prediction sub-task. The table contains each

system’s performance on all officially reported measures.

AUEB NLP Group Submissions - Evaluation on All Metrics
ID BERTscore ROUGE-1 BLEURT BLEU METEOR CIDEr CLIPscore Rank
cp1 0.6170 0.2130 0.2950 0.1692 0.0719 0.1466 0.8038 7

cp2 0.6147 0.2143 0.2877 0.1522 0.0695 0.1582 0.8059 10

cp3 0.6098 0.2188 0.2991 0.1919 0.0742 0.1447 0.7978 19

cp4 0.6064 0.2273 0.3048 0.2061 0.0789 0.1661 0.8025 27

cp5 0.6058 0.1884 0.2730 0.1222 0.0606 0.1275 0.8010 29

cp6 0.5960 0.2155 0.3050 0.2039 0.0807 0.1360 0.8043 35

cp7 0.5879 0.1708 0.2590 0.1340 0.0539 0.0815 0.7569 38

cp8 0.5629 0.1682 0.2793 0.1514 0.0655 0.0486 0.7602 51

cp9 0.5416 0.1682 0.2780 0.1322 0.0638 0.0388 0.7600 65



In Table 7, we present a summary of our nine submissions, including the method’s identifiers,

their performance on the primary and secondary metric for both the development and test

set, as well as its official rank across 70 submitted systems. Our group ranked 3rd
among 13

teams in the Caption Prediction sub-task based on the primary evaluation metric. Our best

model was BART@CNN-RNN-BS3, followed in close distance, by ClinicalBART@CNN-RNN-

BS3, the biomedically-wise fine-tuned instance of the same system. In Table 8 we present our

submissions’ performance on all the official metrics, as reported by the organizers, in order to

provide a more thorough evaluation of their capabilities.

5. Conclusions

Regarding Concept Detection, our best-performing system was a CNN+FFNN pipeline (Section

3.1.1), while our remaining submissions included a CNN+FFNN-based multi-task classifier

(Section 3.1.2), a contrastive learning-based system with a CLIP-like objective (Section 3.1.3) and

ensembles employing the aforementioned approaches based on majority voting, union, intersec-

tion, as well as scaling by a factor 𝜆 in the case of our contrastive system. Our ensembles based

on the CNN+FFNN pipeline, including its multi-task version, were ranked at positions 1, 2, 3, 4,

5, 6 and 7 among approximately 60 systems in the respective sub-task, which is consistent with

their successful performance in previous years [10, 11], while our best-performing individual

CNN+FFNN system was ranked at position 8 [2].

In the Caption Prediction sub-task, we ranked 3rd
among the participating groups, by both

extending our previous work [11] and exploiting the state-of-the-art methods in NLP. Our

systems included a typical Show and Tell model [17] with a CNN backbone encoder and a

recurrent decoder with GRU cells [32], a Transformer-based pipeline using a ViT encoder

[19] and GPT-2 decoder [20], as well as a sequence-to-sequence [13] denoising autoencoder

employed on top of the two other systems, in order to rephrase and correct the initial draft

radiology reports.

In future work, we plan to expand our research in biomedical LLMs and their reasoning

abilities, towards the goal of exploiting the generative capabilities of models like BioGPT [57]

or BioMedLM [58] to produce high-quality captions; possibly via instruction tuning and, more

generally, alignment with user needs [59]. Furthermore, apart from making use of the knowledge

encoded in the weights of the LLMs, we aim to shed light in the use of dense retrieval [60] in

biomedical image captioning [5, 29], based on architectures similar to Retrieval Augmented

Generation [61]. Such pipelines will allow us to increase the LLMs’ capacity by an additional,

non-parametric memory, in the form of a FAISS index [62], towards the goal of improving their

reasoning abilities. We would also be interested to discover potential associations between the

two sub-tasks. Last but not least, the qualitative differences in the captions generated by the

different methods are to be considered, since they highlight their practical usefulness in real-life

scenarios [5, 29].
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